
In the latest meeting, stakeholders reviewed the core principles of trustworthy health AI in the CHAI Assurance
Standards Guide and discussed key topics aimed at enhancing transparency, integrating sustainability into AI
principles, and balancing automation with human involvement in healthcare AI systems.

Sustainability in AI
Sustainability Principle: The importance of including sustainability as a core principle for generative AI was discussed
due to its significant environmental impact. The group debated whether to integrate sustainability into existing
principles or establish it as an independent principle.

Human Involvement in AI Processes

Human Oversight Balance: The need for a balance between automated processes and human oversight was
emphasized. Discussions focused on the potential risks and benefits of AI automation, with a consensus on the
necessity of human review in critical clinical functions to ensure safety and reliability.

Impact on Professions: Concerns about AI's impact on job security and potential displacement of roles were
raised. Strategies for transparent communication about AI's implications on employment and professional
development opportunities were considered.

Use Cases and Assurance Standards

Use Cases Submission: The process for handling use case submissions was outlined, including extracting best
practices and metrics for internal review and engaging with contributors for detailed information.

Assurance Standards Checklist: Plans to conduct an orientation session to stress test the Assurance Standards
Checklist were discussed to evaluate its effectiveness in real-world scenarios.

Summarization Exemplar: Summarization was identified as a potential exemplar use case to guide the group's
efforts and the application of the Assurance Standards Checklist.

Principles Alignment: Aligning the group's principles with the NIST framework for generative AI was suggested to
ensure consistency with established standards.

Follow-Up Tasks
Use Case Submission: Request detailed information from organizations that submitted use cases to extract best
practices and metrics.
Assurance Standards Checklist: Schedule an orientation session to introduce and stress test the checklist.
NIST Framework Alignment: Review the updated NIST framework on generative AI and align the group's
principles accordingly.

Conclusion
The meeting marked progress in enhancing transparency, integrating sustainability into AI principles, and ensuring a
balanced approach to human oversight in AI processes. These discussions will guide future efforts in developing
robust, ethical, and transparent AI systems for healthcare.
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